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ABSTRACT: 

Asynchronous FIFO is a memory file which uses synchronization for reading and writing with different 

clocks, by performing the conditions of overrun and underrun. In essence, the transfer of data from read 

domain to write domain with different frequencies. To generate overrun and underrun status flags the 

synchronization takes place with the help of “preceding operation” of both the write and read pointers. In 

this design the gray code converters are used to reduce switching activity and the low power DFT 

technique was applied by considering the two phases that is scan insertion and ATPG Simulations. This 

design is executed by using synthesizable Verilog RTL Code and verified with xilinx ISE simulator.  

 

KEYWORDS: Asynchronous FIFO, synchronization, overrun, underrun, status flags, gray code 
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1. INTRODUCTION: 

First in first out is a memory file which allows the data in a queue and it uses the synchronization for 

transferring the data. In this paper the low power DFT is implemented by using the asynchronous FIFO. 

FIFO can be differentiated in two ways and they are 

 

 1. Synchronous FIFO 

 2. Asynchronous FIFO 

 

In the synchronous FIFO data is steered into and out of the memory array by two pointers i.e., 

read pointer and write pointer. After completion of each operation the particular pointer is incremented to 

allow access the next address pointer in the sequence of an array. By using the single clock the read and 

write operations are performed by using same frequency.  

 

 Where as in asynchronous FIFO two clocks are needed for read and write pointers both the 

pointers needed to be access with two separate clock frequencies. One clock is used for composing the 

data in to the memory and another clock for reading the data from the memory.  

 

The concept in this paper is to reduce the power consumption using DFT (Design for testability) by 

implementing the novel architecture of asynchronous FIFO by synchronizing the read and write pointers 

and generating the overrun (FIFO_FULL) and underrun (FIFO_EMPTY) conditions with the help of 

“preceding operation”. 
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2. SCHEMATIC SYMBOL: 

 
Figure 1: Schematic symbol of asynchronous FIFO 

 

Above figure 1 shows the schematic figure of an Asynchronous FIFO and the input signals are shown 

below: 

 

 wr_clk  

 rd_clk  

 Rst   

 wr_en  

 rd_en  

 data_in 
 

The output signals are: 

   

 data_out  

 Overrun  

 Underrun 

 
In asynchronous FIFO two clocks are used with different frequencies. wr_clk and rd_clk indicates 

to the write clock and read clock respectively. Whereas the write and read operations are performed by 

using those two clock signals. Both the read clock and write clocks are used for the write and read 

operations with different frequency. Rst indicating the resetting signal which is used to reset the FIFO to 

the known state. Write operation is formed if and only if wr_en is high. Similarly for Read operation also. 

Data_in is input signal used for writing the data into the memory. And Data_out is the output signal used 

for reading the data from memory. Here the two status flag generations i.e., Overrun and Underrun 

conditions which are proposed to prevent the overflow (writing the data inside the FIFO) condition that is 

requesting the write data after the completion of total address lines in the FIFO. Underrun is proposed to 

prevent the underflow (reading the data from the FIFO) condition that is requesting the read data after the 

FIFO is empty. 

 

 

3. Implementation and Working of an Asynchronous FIFO: 

 

This paper discusses the detail architecture of Asynchronous FIFO which is different from the other 

designs. Because the entire architecture was designed using only with the help of mux’s and flip flops. 

 

Before designing the FIFO, one should study and clearly understand the read and write pointers in 

a FIFO, the entire operation is dependent on the pointers itself. Here these pointers address memory 

locations. So, it is better to consider pointers and shift them accordingly instead of shifting the data that is 

to be written or read from one address location to another address location. So, there is a reduction in 

circuitry and complexity. This makes an efficient design. 
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Figure 2: Architecture of an Asynchronous FIFO 

 

Firstly the read and write pointers are placed at the initial positions of the address locations and then 

these pointers are incremented according to the assertion of read enable and write enable signals. In this 

paper the memory specified was “n” number of address locations and of m-bit wide data. After 

completion of read operation, the read pointer will immediately points to its next address location, 

similarly for write operation too. After addressing all the “n” number of address locations the pointer 

comes to its initial state depending upon the enable signals. If the data is continuously written into the 

memory and the performance of read operation is not occurred, then the write pointer will come to its 

initial state and will remain in the same state, even though the write enable signal is asserted. Similarly, it 

is for read pointer too. 

 

 In Synchronous FIFO, the write and read operations will takes place only with the help of single clock 

with same frequency. The execution of read and write operations are sequential which means the 

occurrence of write operation follows read operation immediately. By performing this read and write 

operations continuously, The FIFO initially will be Empty at Reset and once the write happens in the 

location the read follows. So, always we have to reset the FIFO to read operation. Since, the read and 

write happens in the single clock and the transfer of data will be slow in the Synchronous FIFO. 

 

 In Asynchronous FIFO for performing the read and write operations there will be two separate clocks 

are needed, those may be operated at different clock frequencies. In this case the transition of data will 

be faster with the synchronization of read and write clocks viz., will happen by using the two stage 

synchronizer, this is also called as Dual-flop synchronizer. Primarily the data synchronization in high 

speed data transfer takes place in Asynchronous FIFO.  

 

3.1. Gray Code Converter: 

 

Here the synchronization of read and write pointers will takes only with the help of “Gray Code 

Converter” and the other characteristics if Gray code converter will be comes to an importance when 

representing the successive binary numbers, for each binary increment there is reflection only with one bit 

change, thus reducing the switching action and hence power. This lower switching action accomplishes to 

less glitch formation and thus reducing any metastability. 
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         Figure 3: Gray code sequence conversion 

 

 When comparing the two pointers (representing 5-bit read and write address) reduction of 

metastability will comes to an importance, the possibility of interpreting a signal transition from 1 to 0 or 

0 to 1 as 0’s and 1’s respectively. The number of transitions will be reduced by the combinational logic 

(xnor gate as an equivalency check) will become easier. 

 

3.2. Synchronizer:  

 

In general, the overrun and underrun conditions are generated based on the read and write positions 

pointers. Here the synchronizer circuit performs the mechanism of by reading the gray code write pointer 

with read clock domain and the gray code read pointer with write clock domain. Hence there is a need of 

synchronizing circuit and the above figure 4 depicts the synchronization mechanism.  

 
   Figure 4: synchronizer circuit 

 

Here a one bit data is synchronized using two flip flops. The read data is synchronized with write 

clock and write data is synchronized with read clock. 

 

3.3. Generation of Overrun and Underrun Conditions: 

 

 During the write operation, the first step is to check whether the FIFO is Full or not. If the FIFO is 

full, there is no scope of write operation and write pointer incrimination, this results the overrun 

condition. In other words there is a continues write operation and no read operation is performed then 

the overrun condition is occurred.  

 

 During the read operation, the first step is to check whether the FIFO is EMPTY or not. If the FIFO is 

Empty, there is no scope of read operation and read pointer incrimination, this results the underrun 

condition. In other words there is a continues read operation and no write operation is performed then 

the underrun condition is occurred. 
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Figure 5: Overrun Status flag generation 

 

 

 

 

 

 
 

Figure 6: Underrun Status flag generation 

 

From figure 5 and figure 6, it is clear that the overrun and underrun conditions are generated by last 

operation logic and the comparison of gray code pointers using a comparator with synchronization of read 

pointer with write clock and the write pointer with read clock pointer. And both the comparisons between 

read and write gray code pointers are done as follows: 

 

 If the last operation is write, and both the pointers are equal. Then overrun status flag is asserted. 

  If the last operation is read, and both the pointers are equal, Then underrun status flag is asserted 

 

3.4. Scan Insertion and ATPG Simulations: 

 

The Scan Insertion and ATPG Simulations are introduced out in the existing architecture, the paper will 

dividing the scan clock for even and odd scan chains and thereby reducing the power constraints using the 

Low Power DFT (design for test). The power constraints will be considering into three appropriate 

conditions. Firstly, the two techniques are applied to different locations in the implemented architecture 
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and thereby considering the double edge triggering method. Then the power will be reduced from 

previous existing to DET method to an extent of 0.00032W to 0.00027W. Whereas from DET method to 

considering the frequency by halving the total hierarchy power will be utterly diminishes to an greater 

extent of 0.00009 

 

 
Table 1: device utilization summary 

 
  

Table 2: Power comparison by considering three techniques for proposed architecture 

4. Conclusion: 

Asynchronous FIFO considering overrun and underrun conditions was implemented using Xilinx ISE. 

This implementation was novel since overrun and underrun conditions helped in generating status flags 

with the help of a signal i.e., previous operation. The Gray code counter employees in uses a comparator 

along with the preceding operation for the generation of overrun and underrun status flags. Continuous 

writing of data into the memory, continuous reading of data from memory and simultaneous reading and 

writing from the memory are verified with different test cases. All these test cases are verified using 

Xilinx ISE Simulator. The work involves employing scan insertion and ATPG flow. The power analysis 

of the double edge triggered FIFO was done with reference to available Asynchronous FIFO with Scan 

insertion and ATPG. It was observed that 15.62% of power reduction. It was also compared by halving 

the frequency with reference to double edge triggered. It was observed that there was 66.6% of power 

reduction. Finally the power was reduced by 71.87%. 

 

The future scope will be by implementing the design by using the existing techniques like BIST 

for the self-testing analysis and the reduction for power consumption the CPF (common power format) 

and the UPF(unified power format) will be preferred in the synopsis tool for better results. 
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